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In this paper we performed a contrast detail analysis of three commercially available flat panel
detectors, two based on the indirect detection mechanism �GE Revolution XQ/i, system A, and
Trixell/Philips Pixium 4600, system B� and one based on the direct detection mechanism �Hologic
DirectRay DR 1000, system C�. The experiment was conducted using standard x-ray radiation
quality and a widely used contrast-detail phantom. Images were evaluated using a four alternative
forced choice paradigm on a diagnostic-quality softcopy monitor. At the low and intermediate
exposures, systems A and B gave equivalent performances. At the high dose levels, system A
performed better than system B in the entire range of target sizes, even though the pixel size of
system A was about 40% larger than that of system B. At all the dose levels, the performances of
the system C �direct system� were lower than those of system A and B �indirect systems�. Theo-
retical analyses based on the Perception Statistical Model gave similar predicted SNRT values
corresponding to an observer efficiency of about 0.08 for systems A and B and 0.05 for system
C. © 2006 American Association of Physicists in Medicine. �DOI: 10.1118/1.2191014�
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I. INTRODUCTION

For well over a decade, detectors based on photostimulated
luminescence �computed radiography—CR�,1,2 charge cou-
pled devices �CCD�,3,4 and photoconduction �Thoravi-
sion�5,6 have been used to acquire x-ray radiography digital
images. In the last few years, significant scientific and tech-
nological efforts have been devoted to the development of
flat panel detectors �FPD�.7 FPD systems consist of a detec-
tion layer deposited over an active matrix array �AMA� of
thin film transistors �TFT�. They are classified as either
direct8,9 or indirect10,11 types depending on the characteristics
of the detection layer.

In the direct conversion detector, radiation quanta are ab-
sorbed into a photoconductor layer, most commonly amor-
phous Selenium, producing electron-hole pairs. Under the
influence of a strong electric field created between the exter-
nal surfaces, the charges are separated, drifted toward the
collecting electrodes of the TFT, and then locally stored. Af-

ter the exposure, a read-out circuit selectively discharges
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each single TFT to form a single corresponding image ele-
ment �i.e., pixel�. In the indirect conversion, a layer of scin-
tillation material �e.g., CsI:Tl� absorbs the impinging x-ray
photons. The light produced is channeled to a photodiode
array where it is converted into an electric charge. The fol-
lowing steps of the process are similar to the direct conver-
sion systems.

Compared to conventional screen-film �SF� and CR sys-
tems, either type of FPD system offers a potentially higher
quantum conversion efficiency. FPD technology enables the
acquisition of images with higher quality without increasing
patient dose, or alternatively, the acquisition of images with
equivalent quality at reduced patient dose. These systems
further simplify the radiological workflow, and enable new
applications such as flat-panel fluoroscopy,9 double energy,12

and three-dimensional imaging procedures.13

The performance of some direct and indirect FPD systems
for general radiography has been previously studied, focus-

ing mostly on the comparison of a single FPD with more
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traditional detectors �SF or CR�. Prior studies were based on
physical image quality parameters—�MTF�, �NPS�, and
�DQE�,14,15 psychophysical tests like contrast detail �CD�
analysis,16–18 or both in the context of an observer perception
model.19,20 In recent years, the two groups of research pre-
senting this paper were involved in the evaluation of three
commercially available FPD systems. One group based their
evaluation on the physical image quality parameters �MTF,
NPS, and DQE�,21,22 while the other measured the physical
and psychophysical �CD analysis� image quality
parameters.23 In spite of a general qualitative agreement be-
tween the results of the evaluations, the difference in experi-
mental conditions and evaluation methodologies made it dif-
ficult to quantitatively compare the reported results. Ideally, a
complete performance evaluation of the systems should in-
clude both physical and psychophysical evaluations in the
same standard conditions.

This paper reports on a new cooperative CD experiment
of the three FPD systems. The new investigation was made
using a commonly utilized phantom and standard exposure
conditions.22 CD curves of the systems were obtained using a
�4AFC� methodology, and the experimental CD curves of the
systems were compared with theoretical predictions of a
perception statistical decision theory observer model based
on physical parameters,24,25 extended to softcopy image
evaluations.26

II. MATERIALS AND METHODS

A. Imaging systems and x-ray techniques

The main characteristics of the FPD systems are summa-
rized in Table I. System A was installed in the Radiology
Department at the Umberto I Hospital �Ancona, Italy�, sys-
tem B at Santa Maria Nuova Hospital �Reggio Emilia, Italy�,
and system C at Quirinale Clinic in Rome �Rome, Italy�.
These systems were used to acquire images of a commer-
cially available contrast-detail phantom �CDRAD, Nuclear
Associates�.27 This phantom �Fig. 1� is made of an acrylic
�Perspex-Polymethyl Methacrylate� support �8 mm thick� in
which circular flat-topped holes �discs-targets� are drilled in

2

TABLE I. The imaging systems and their characteristics.

System Equipment FPD
Detect
materi

A General Electric
Medical Systems
�GE�, Revolution

XQ/I

GE Revolution CsI �T

B Philips Medical
Systems �Ph�,

Digital Diagnost

Trixell Pixium
4600

CsI �T

C Hologic
DirectRay, DR

1000

Direct View DR
1000

a:Se
a square region of about 15�15 mm �“insert”�. The size
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and depth of the holes vary logarithmically within 0.32 to
8.00 mm �±0.02 mm� range along the phantom’s structured
rows and columns. Starting from the fourth row �target di-
ameters equal or less than 4 mm�, each insert contains an
additional target positioned randomly in one of the four cor-
ners, allowing one to perform a four-alternative forced
choice �4-AFC� detectability experiment. In this phantom,
the contrast varies very slowly between adjacent details of
the same size. The ratio between a target depth and its adja-
cent target �at lower depth� is 2−1/3. The small attenuation
produced by the targets implies a linear relationship between
the targets’ depth and contrasts �as discussed below� so that
both the depth and the contrast are reduced to half of their
initial values every three target steps.

B. Image acquisition

In order to compare physical �MTF, NPS, DQE� and psy-
chophysical �contrast-detail curves� image quality param-

Nominal
thickness

�mm�

Pixel
pitch
�size�
�m�

Array
size

Imaging area
�m2�

0.500 0.200 2048�2048
single
panel

41�41

0.500 0.143 3001�3001
4 sub-panels

43�43

0.500 0.139 2560�3072
90° tilt
table

35�43
or
al

l�

l�
FIG. 1. The CDRAD phantom used for the comparison of the systems.
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eters, we adopted a geometrical configuration as similar as
possible to that used for physical parameter evaluation. Ex-
posures were made using �IEC RQA5�28 standard x-ray beam
quality at 74 kV, 21 mm Al additional filtration, 7.1 mm Al
half value layer �HVL�, and, 30 174 mm−2 mGy−1 ideal
squared signal-to-noise ratio �SNRin

2 � per air kerma. The alu-
minium absorber was positioned near the tube exit window
and maximum allowed source-to-image distance �SID� was
selected �183 cm for system A and C and 175 cm for system
B�. The air kerma values were measured at mid SID and then
referred to the detector surface using the inverse square law
�“air reference exposure”�. Exposure values were measured
employing a calibrated dosimeter �PMX III™, RTI, Göte-
borg, Sweden�.

All the systems were calibrated without grid. The phan-
tom was positioned directly over the FPD without any grid
interposed. This condition was preferred since the focus of
the study was the difference in the basic performance of the
detectors as represented by their basic inherent quality met-
rics �i.e., MTF, NPS, and DQE�; grids used by the competing
radiological systems had different physical characteristics,
introducing additional differences between the systems. Fur-
thermore, the scattered radiation produced by the phantom
could be assumed to be reasonably low and similar for the
three systems.

The “post phantom” radiation dose impinging on the FPD
detector was evaluated from the air reference exposure, by
applying a correction factor taking into account the attenua-
tion produced by a 8 mm Perspex layer �equivalent to the
CDRAD phantom but without holes� and using the same
“broad beam” geometry �35�35 cm2 field� used for the im-
age acquisition. The transmission factor �T� measured with
the PMX III™ radiation detector positioned between the Per-
spex layer and the FPD was found to be 0.915±0.002 �stan-
dard error�. This transmission factor refers essentially to the
forward directed radiation. In fact, the posterior wall of the
PMX III™ included different metallic layers that make the
device nearly insensitive to the backscattered radiation
��2% at this energy�.

Comparing “broad” and “narrow” beam attenuation fac-
tors for the same Perspex layer, we further evaluated the
contribution of scattered radiation in terms of the primary
transmission factor Tp, measured to be 0.822±0.002, and the
scatter-to-primary ratio �SPR�, measured to be 0.097±0.002.
The estimated value for the SPR was reasonably close to that
reported in the literature.18,19 From these data, the maximum
contrast in CDRAD phantom images �where the layer is
drilled from one side to the other� was estimated to be
0.197±0.002, which was in reasonable agreement with the
value actually found in the images �0.18–0.19�.

For each system, three post-phantom exposure levels �“air
kerma”� were used: low �about 1 �Gy�, intermediate �about
2.5 �Gy�, and high �about 10 �Gy�, acquiring five images at
each exposure level. After each exposure, the phantom was
repositioned centrally with respect to the x-ray beam and
roughly with respect to the four corners of a 3 mm side

square, centered on the beam axis. This repositioning tech-
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nique was used to avoid having a small detail always imaged
at the same location in the detector area. The range of expo-
sure values in the study was chosen based on a prior exami-
nation of exposures in clinical radiographic examinations
with �DR� systems showing detector air kerma values corre-
sponding to anatomic structures within a 0.5–6 �Gy range.

For all the systems, the gain, offset, and preprocessing
settings, including homogeneity and bad pixel corrections,
were identical to those used in the clinical operation. An
operating mode with no postprocessing and a linear pixel
value-exposure response was used for all data acquisitions.
For each system, the system response was evaluated within a
large exposure range �about 0–60 �Gy�. Pixel values were
determined as an average over a 11.22 mm2 square area in
the middle of the largest and deepest phantom hole/object
�diameter=8 mm, depth=8 mm�. The response curves relat-
ing air kerma and pixel value exhibited a linear behavior
with a very high correlation coefficient at each beam quality
�i.e., rA

2 =0.9997, rB
2 =0.9999, rC

2 =0.9983�.
The contrasts of the largest details of the CDRAD phan-

tom obtained with the three systems and directly evaluated
from image digital data, correlated closely with the hole
depth, as shown in Fig. 2. In this figure, obtained at 20 �Gy,
the experimental points refer to the large area target con-
trasts, defined as C=�I / Io, where �I is the variation of the
mean signal between every target of the first row �diameter
=8 mm� and the surrounding background, and Io is the mean
of the surrounding background signal. The target signal was
obtained as the average over a 11.22 mm2 square �ROI� in
the middle of the circular region, while the mean surround-
ing background signal was estimated by averaging four re-
gions of the same size, located near the corners of the corre-
sponding target square. The data reported in Fig. 2 are the

FIG. 2. Image contrasts of the phantom’s deepest hole as a function of the
hole depth for the three systems. The continuous curve refers to the fitting of
the pooled data. The target contrasts are the physical contrasts �formula 3 in
the Appendix� directly obtained, without any correction, from the image
pixel values.
average over five images. Any mention to the target contrast
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in the following refers to the contrast evaluated with the
linear fit to the data shown in Fig. 2, averaged across systems
�C=� ·x, r=0.997, �=2.198·10−2±2.330·10−4 mm−1�.

C. Observer performance experiment

The images were presented on a five mega pixel �2048
�2560�, 540 mm diagonal, diagnostic quality monochrome
liquid crystal display �LCD� monitor for softcopy reading
�EIZO RadiForce G51-BLS, 165 �m pixel size, 600:1 lumi-
nance ratio, 450 cd/m2 maximum luminance�. The system
was calibrated according to the �IEC� protocol.29 The oper-
ating conditions, including the phantom background level s
and the display contrast enhancement factor � �see Eq.
�A12��, were chosen to achieve the best possible observer
performance. The background level �s=50 on the 0–255
digital scale� corresponded to a luminance of about
80 cd/m2. The image contrast � was set equal to 30. With
these settings, the top of the largest and the deepest target
resulted in a digital value of about 200, corresponding to a
luminance of about 320 cd/m2. In these conditions, the in-
fluence of the eye’s internal noise was expected to be negli-
gible, as discussed below. All images were presented on the
monitor with the room light off using a 1.5 zoom factor. With
this zoom factor, the diameter of the phantom’s smallest de-
tail �0.32 mm� corresponds to about three display pixels.

To help the observer in �CD� image evaluation, we devel-
oped a new graphical user interface �GUI� using �IDL� �RSI,
Pearl East Circle Boulder, CO�. The GUI �Fig. 3�, which
includes a mathematical description of the CDRAD phan-
tom, allows �a� reading and registering of the image files, �b�
selecting the insert to be visualized, and �c� choosing the
vertex where the additional target is expected to be present.
To evaluate the different noise pattern and to reduce the ob-
server’s memory effect, after each scoring, the next target is
randomly sampled from the �five� repeated images at the
same exposure as well as randomly rotated by an angle of
90, 180, or 270 deg. The GUI interface includes push buttons
pointing to the four corners and an extra button assigning a
25% probability to each corner during repetitions. Different
from other visualization programs proposed in literature30 for
CD analysis with the 4-AFC method, in our case, every
phantom detail is presented automatically with little manual
adjustment.

Six experienced observers evaluated the image set repre-
senting three systems and three dose levels. Before each ses-
sion, the observer practiced for about 10 min on a simulated
image in the same conditions as the real experiment. There
was no restriction on viewing time for each decision trial,
and observers were given no feedback about whether their
decisions were correct after they had been made. All targets
were viewed in an order of decreasing contrast. In the per-
ceptibility “transition region,” each target evaluation was re-
peated a fixed number of times �R=20� by each observer.

The “transition region” was defined as the region within
which the statistical nature of perceptibility is apparent. This
region was operatively defined in the following way. For

each size, the phantom targets were viewed in a decreasing
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contrast order and when the observer was absolutely sure
that the target was present, the adjacent detail at lower con-
trast was then considered. This procedure was repeated until
the target perceptibility started to decline. At this point, the
observer began to “play,” trying to find the correct corner
where the target might be present. If in R consecutive trials
�with the target sampled and rotated at random each time� the
correct answer was rendered, the adjacent target at lower
contrast was considered. Furthermore, if one or more targets
were missed at any of the steps, the observer was directed to
go back to the second highest detail to assure a 100% score
in two adjacent details immediately before the target level at
which the misses occurred. Using this procedure, the percep-
tibility “transition region” can be defined as a region in
which contrasts of the targets fall between total miss and
100% hits.

Each observer scored every detail repeatedly progres-
sively toward the lower contrasts. To help him in the low
contrast region �and accelerating the statistical convergence�,
the GUI included a selectable feature assigning a 25% prob-
ability to target presence at each corner during the repeti-
tions. Decreasing the target contrast, most observers made an
increased use of this feature. When the observer repeated this
choice R times on two adjacent details, the scoring of that
detail row was considered completed. Using this protocol,
the detection threshold was defined as the lowest contrast of
the perceptibility “transition region” of two adjacent targets
for which the observer was uncertain about the target loca-
tion. The �normalized� scores obtained for details in this con-
trast interval were used to define the �psychometric� detec-
tion curve.

Considering 6 observers, 3 systems, 3 dose levels, and 12
target sizes per image, the whole work involved the elabora-
tion of 648 detection �psychophysical� curves and 54 CD
curves. The visualization time required to form a single CD
curve was about half an hour.

D. Contrast detail data analysis

The detection or psychometric function is a typical ex-
ample of an observer response: defined as the frequency of
the correct response �fk� versus the disk contrast �Ck�, re-
ported in Fig. 4, using a Weibull function,31 the experimental
data were fitted to determine the contrast threshold corre-
sponding to a perception probability of p0=0.75 for each
target diameter d. The resulting CD curves of the systems
were compared at three standard exposure levels of 1, 2.5,
and 10 �Gy. To take the exposure variability out of consid-
eration, we applied a correction factor equal to the square
root of the ratio between the reference exposure and the mea-
sured one.32

To verify the statistical significance of the differences be-
tween contrast detail curves of the three systems, we first
tested, for each target size, the distribution characteristics of
the �75%� contrast thresholds using the Kolmogorov-
Smirnov one-sample test for normality.33 In agreement with
an earlier work,34 we verified that the data transformation

with natural logarithms conformed to the two conditions of
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normality and homogeneity of variance �homoscedasticity�.
Statistical significance of differences between the three digi-
tal systems was assessed with the two-factor analysis of vari-
ance �ANOVA�35 using the logarithmically transformed 75%
contrast thresholds as a dependent variable. The main effects
considered were detector type and disk size. A p value of less
than 0.05 was considered to show a statistically significant
difference. The statistical tests were performed with a statis-
tical application package �SPSS version 12.0, SPSS Inc.,
Chicago, IL�.

The analysis was initially performed considering all the

FIG. 3. The main panel of the evaluation program. On the right, from the t
image, a sliding cursor for image selection, and two sliding cursors for detail
area. Under it, four push buttons allow the corner selection. Observer choic
phantom targets together. To have a better insight on the
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effect of the detail size on the detection performance, we
further considered the smallest targets �size 0.4–0.32 mm�
alone.

E. Theoretical model

A theoretical analysis was performed to determine the ex-
pected performance of the three systems. The main aspects
of the theoretical model are presented in the Appendix. As
discussed there, comparing theoretical and experimental CD
curves would require the knowledge of several physical and

iding cursors for window contrast and level setting, the reference phantom
tion. The selected detail is visualized on the left side in the middle of a dark

e stored and transferred to an EXCEL file for subsequent evaluation.
op: sl
selec
es ar
psychophysical quantities �resolution, noise, and response



1712 Borasi et al.: Physical and psychophysical „contrast-detail… analysis of three FPD 1712
function of the imaging display, and human visual systems�.
Following Eq. �A5� of the Appendix, theoretical CD curves
were fitted to experimental data using a nonlinear least-
squares method �Marquardt algorithm�.36

Required for the theoretical analysis, for all the systems,
MTF, NPS, and DQE data were obtained according to the
IEC protocol 62220-1.29 Considering the radial symmetry of
these quantities, the curves obtained along the two orthogo-
nal directions were averaged. Figure 5 shows the presampled
MTFs of the systems: system B and C curves show an evi-
dent “low frequency drop” �LFD�.37 The DQEs of the three

FIG. 4. An example of observer performance �detection or psychometric
functions� versus disk contrast in a 4AFC experiment �system B, lowest
dose, operator number five�. Different curves correspond to different target
sizes. The symbols correspond to the experimental data. The dotted and
dashed curves between points are obtained by fitting data with the Weibull
function described in the text. The continuous curve with a lower slope is
obtained by fitting 0.32 mm disk data with the theoretical function for the
4AFC experiment.

FIG. 5. Presampled MTFs �average of the two orthogonal evaluations� of the

three systems �A:GE, B: Philips and C: Hologic�.
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systems are reported in Figs. 6–8. The reported data were
obtained by smoothing the original samples using the “loess”
function included in the Mathcad™ mathematical package.
The smoothing parameter �span� was 0.6. In each figure, a
sample of the unprocessed data is reported to give an idea of
the smoothing effect.

The measured MTF and DQE the systems were in a rea-
sonable agreement with previously published data.14,22,23,38,39

The monitor effect was accounted for including in the SNR
calculation �Eq. �A8� of the Appendix� an estimation of the
monitor MTF. Blume et al. work40 reports that LCD moni-
tors exhibit a nearly ideal MTF up to the Nyquist frequency.
So we assumed that our monitor’s presampled MTF would
be reasonably close to a sinc function, corresponding to an
ideal square �0.165�0.165 mm2� aperture.

FIG. 6. DQE values �average of the two orthogonal evaluations� of system A
�GE� at three different doses. Crosses represent experimental data.

FIG. 7. DQE values �average of the two orthogonal evaluations� of system B

�Philips� at three different doses. Crosses represent experimental data.
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The theoretical analysis also required a model for the
MTF of the human visual system �HVS�. Among the models
considered �Van Nes and Bouman,41 Kelly,42 and Barten43�,
we adopted one proposed by Kelly as it was found to give
the best overall correspondence in the shape of the CD
curves between theory and experiment. Kelly represents the
eye contrast sensitivity with a functional form of k1u2exp
��−u /k2�, where u is the spatial frequency in cycles/degree
�Fig. 12 in the Ref. �42��, for an image of 8� and an eye
luminance of 1300 trolands �td� �corresponding to
184 cd/m2 of display luminance and a pupil diameter of
3 mm�. A good fit of the solid curve in the above-mentioned
figure is obtained with k1=0.605 and k2=1.748. The same
function was also adopted by Aufrichtig19 and Aufrichtig and
Xue.20 The reference curve, expressed in the original paper
in terms of cycles/degree, was converted to cycles/mm tak-
ing into account the mean visualization distance of
427.5 mm and a zooming factor of 1.5.

The blurring effect of the different components of the de-
tection chain �detector, HVS, monitor� is compared in Fig. 8
with the �normalized� Fourier transform of contrast profile of
two targets �0.32 and 0.8 mm in diameter�. This comparison
takes into account the adopted 1.5 zooming factor �0.48 and
1.2 mm magnified diameter�. The MTFs of the detector and
the HVS are the most important factors limiting the targets
frequency bandwidth. The pixels size of the monitor does not
constitute a relevant bandwidth limiting factor effect.

III. RESULTS AND DISCUSSIONS

A. Experimental results

The average CD curves corresponding to the three stan-
dard doses of 1, 2.5, and 10 �Gy are reported in Figs. 9–11.
In these figures, the error bars correspond to ±1 standard
error from the mean. The lines through the points are ob-
tained by fitting the experimental data with a parabolic func-

FIG. 8. DQE values �average of the two orthogonal evaluations� of system C
�Hologic� at three different doses. Crosses represent experimental data.
tion �in log-log coordinates�. For system C, the three smaller
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targets were never seen �two at low dose and one at middle
dose�. In those cases, fitted curves were used to extrapolate
the absent data.

To test the statistical significance of the differences be-
tween the contrast detail curves of the three systems, a two
factor ANOVA was performed. The main effects considered
were the target size and the detector type. The results, shown
in Table II, indicated that the first factor was always statisti-
cally significant while the interaction of disk size by detector
type was not. At the lowest and intermediate exposure, sys-

FIG. 9. Blurring effect of different components of the detection chain at the
monitor surface �zooming effect included�. �a� and �b� represent the monitor
and HVS MTFs; �c� and �d� the absolute value of the Fourier transform of
the image signal for 0.32 and 0.8 mm size phantom disks �actually 0.48 and
1.2 mm size on the monitor plane�. The vertical lines �e�, �f�, and �g� rep-
resent the Nyquist frequency limit respectively for detector A �GE�, B �Phil-
ips�, and C �Hologic�.

FIG. 10. Contrast detail curves for the three systems at 1 �Gy. The error
bars correspond to ±1 standard error from the mean. Lines through the
points are obtained by fitting data with a parabolic function �in log-log

coordinates�. A �GE�, B �Philips�, and C �Hologic�.
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tems A and B were equivalent. At the highest dose, system A
performed somewhat better than system B. This trend could
have been expected, at least qualitatively, considering the
relative DQE of the two systems. Similar results were ob-
tained considering the two smallest targets �size 0.32 and
0.40 mm� only. For these two low contrast targets, any ad-
vantage in using a smaller pixel size was evident.

As shown by the ANOVA test reported in Table III, for
each exposure level, system C exhibited a significantly lower
performance in comparison to those of systems A and B.
More specifically, its performance at 2.5 �Gy was signifi-
cantly lower than that of the indirect systems obtained at
1 �Gy. At 10 �Gy, the system C performance was equiva-
lent to that obtained with the other two systems at 2.5 �Gy.
In this latter case, for about the same perceptibility, the direct
system would require a factor four of dose increase. Refer-
ring to the 10 �Gy performance of the two indirect systems,

FIG. 11. Contrast detail curves for the three systems at 2.5 �Gy. The error
bars correspond to ±1 standard error from the mean. Lines through the
points are obtained by fitting data with a parabolic function �in log-log
coordinates�. A �GE�, B �Philips�, and C �Hologic�.

TABLE II. �a� Two factor ANOVA test with repetitions. The response variab
were the targets size and the detector type. The reported data �detector type e
the three systems in all possible ways. The observed powers were calculate

Two factor ANOVA t
All systems and all phantom
1 �Gy

F�2,180�=23.81, p�0.001
Observed power=0.9999

Paired systems: m
1 �Gy

System A vs B F�1,120�=0.935 n.s.

System B vs C F�1,120�=17.082, p�0.001
Observed power=0.9999

System C vs A F�1,120�=18.603, p�0.001
Observed power=0.9999
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the dose level at which system B would give the same per-
formance as system A was calculated by using the general
model outlined in the Appendix. The fitting of system A
experimental data by using system B specific parameters
�MTF, DQE, pixel size� was obtained at dose level of
13.8 �Gy �P�0.001�.

In order to appreciate the significance of the differences
observe, we further computed the minimum contrast differ-
ence that can be reliably appreciated by our CD methodol-
ogy. To do so, the results from individual observers �at
2.5 �Gy� were multiplied by a fixed factor and the two
dataset compared using the ANOVA statistics. The two
datasets could be considered statistically different �P
�0.05� when the contrast amount difference was approxi-
mately 6%. This contrast difference would correspond to a
dose variation of about 12% �P�0.001�.

We also checked our results by changing the chosen con-
trast threshold �75%�. Both 62.5% and the subjective mini-
mum perceivable contrast thresholds were tried. No signifi-
cant differences in the main conclusions were found.

B. Comparison with theory

The comparison between experimental and theoretical CD
for the three systems is reported in Figs. 11 and 12. In all
cases, the value of the �Wi/s2� parameter �the internal eye
noise divided by the squared perceived background image
intensity� was found negligible ��10−6� so that the second
term in the denominator of Eq. �A8� could be dropped by the
fitting procedure. This is a consequence of the visualization
conditions adopted �high monitor luminance and high target
contrast�. As is evident looking at these figures, the model
curves fit reasonably well the experimental data of the sys-
tems at different dose levels. The fitted values of the thresh-
old signal to noise ratio �SNRT� were 5.85±0.16 for system
A, 5.65±0.14 for system B, and 7.65±0.31 for system C.
Comparing systems A and B, the fitted SNRT values were not
statistically different �P�0.1� while C values were �P

s the logarithm of the 75% threshold contrast. The main effects considered
refer to six operators. �b� Two factor ANOVA test with repetitions coupling

ng alpha�0.05.

n contrast-detail data
ls: main effect detector type

2.5 �Gy 10 �Gy

2,180�=291.08, p�0.001 F�2,180�=169.78, p�0.001
bserved power=0.9999 Observed power=0.9999

fect detector type
2.5 �Gy 10 �Gy

F�1,120�=2.76 n.s. F�1,120�=18.865, p�0.001
Observed power=0.99

1,120�=350.24, p�0.001 F�1,120�=177.80, p�0.001
bserved power=0.9999 Observed power=0.9999

1,120�=471.31, p�0.001 F�1,120�=272.82, p�0.001
bserved power=0.9999 Observed power=0.9999
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�0.001�. Related to the above-mentioned values for SNRT,
the observer efficiencies in Eq. �A8� for the three systems
were �A=0.082, �B=0.088, and �C=0.048.

For system A, Aufrichtig and Xue,20 report a SNRT value
of 2.51, an internal observer’s noise Wi of 1.6�10−5

OD mm2, and an observer efficiency of 0.45. Apart from
differences in the radiation quality �120 kVp with 12.7 cm
added Plexiglas used in the prior study�, the main difference
in the studies is the use of soft-copy �as opposed to hard-
copy� display in the present study.

IV. CONCLUSIONS

In general, indirect FPDs provided detectability and SNRT

values higher than those from the direct FPD. The differ-
ences were more that what can be expected from differences
in the DQE. Following the suggestion of Moy,44 our results
suggest that aliasing is a likely cause, originated by the ex-
ceptionally high MTF of the direct systems at the Nyquist
frequency.

TABLE III. �a� Two factor ANOVA test with repetitio
contrast at 10 �Gy for system C compared with those
test with repetitions; the variable was the logarithm o
comparison with those at 1 �Gy for detectors A and
the detector type. The observed power was calculate

Two factor ANOVA t
All systems at different exp

System A and B at 1 �Gy system C at 2.5 �Gy

System A and B at 2.5 �Gy system C at 10 �Gy

FIG. 12. Contrast detail curves for the three systems at 10 �Gy. The error
bars correspond to ±1 standard error from the mean. Lines through the
points are obtained by fitting data with a parabolic function �in log-log

coordinates�. A �GE�, B �Philips�, and C �Hologic�.
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APPENDIX: THEORY OF CONTRAST DETAIL
DETECTABILITY

1. Mathematical definition of the contrast detail
curves

In the statistical perception �or signal detection and rec-
ognition� theory, the probability of a correct detection of sig-
nal produced by a detail �disk� in a noisy background is
related to the corresponding signal-to-noise ratio �SNR�. The
theory links the mathematical expression of the SNR in
terms of basic parameters �resolution and noise characteriz-
ing both the image and the human visual system� to the
results of various detection experiments.24,45,46 The two most
important models are the ideal and the quasi-ideal observer.
The ideal observer is able to use all the information in the
noisy image sample, including the correlation in the noise.
The quasi-ideal observer is a suboptimal observer who as-
sumes that the noise is white, i.e., uncorrelated.

In multiple alternative forced choice �MAFC� experi-
ments, the observer has to locate the signal in one of the M
possible locations where it is randomly assigned. It is pos-
sible to demonstrate47,48 that the probability �p� of the correct
response in a M-alternative forced choice experiment for an
ideal observer is related to the detectability index �d�� by

p�d�� = �
−	

	


�t�M · G�d� − t�dt , �A1�

where G�t� and 
�t� are the Gaussian and the cumulative
Gaussian functions, respectively. The “detectability index”

he variable was the logarithm of the 75% threshold
5 �Gy for systems A and B. �b� Two factor ANOVA
75% threshold contrast at 2.5 �Gy for detector C in
he main effects considered were the targets size and
g alpha=0.05.

n contrast-detail data
s: main effect detector type

F�2,180�=51.44, p�0.001
Observed power=0.9999

F�2,180�=1.163 n.s.
ns; t
at 2.

f the
B. T

d usin

est o
osure
�d�� is equivalent to the image signal-to-noise ratio �SNR�
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and these quantities are proportional to the image contrast C
as

SNR � d� = u · C , �A2�

where

C =
�I

I
. �A3�

The �large area� image contrast C is defined as the relative
variation of the image signal I= I�x ,y� produced by the target
�here, and throughout the paper, a small contrast approxima-
tion is assumed�. The quantity u in Eq. �A2� can be consid-
ered the SNR per unit contrast. From Eqs. �A1� and �A2�, it
is possible to show that the threshold contrast �at p0 level� for
a disk of diameter d, CT

p0�d�, is given by

CT
p0�d� =

d4-AFC�p0

u�d�
, �A4�

where d4-AFC�p0 is the theoretical value for the SNR for a
4-AFC experiment. If p0=0.75, d4-AFC�p0 value is 1.68.

The real observers generally perform suboptimally corre-
sponding to a higher threshold signal-to-noise ratio �SNRT�
in the range of 3–7.49 Referring to the Eq. �A4�, if the quan-
tity u�d� is known from the theoretical expression of signal
to noise ratio �SNR�d��, the threshold SNRT can be obtained
by fitting the experimental CD curve CT

p0�d� versus
SNRT/u�d� according to.

CT
p0�d� =

SNRT

u�d�
. �A5�

A useful parameter characterizing how much the real ob-
server approaches the ideal one in a detection task is the
observer efficiency ���, defined as the squared ratio of the
theoretical and the experimental signal to noise48 is

� = � dM�
p0

SNRT
�2

. �A6�

2. The SNR model

As in the Aufrichtig and Xue paper,20 it is possible to
adopt a widely used model called “perceived statistical
model” based on the statistical decision theory.24,28 In our
case, the task presented to the observer is to detect the pres-
ence of a disk shaped object of known size and location
�signal known exactly—SKE� in a noisy background, also
perfectly known �BKE�. For a quasi-ideal observer, the prob-
ability of correctly detecting the object is related to the SNR
expressed as

SNR =
Sp

	Np
2 + Ni

2
. �A7�

The numerator represents the perceived power from the
mean signal differential. With reference to the matched filter
theory, Sp is the square root of the peak power resulting from
a perfect match of the signal with the optimum filter. The

denominator represents the total perceived noise and con-
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tains two terms: the first one is the image noise transferred to
the observer while the second one is the internal observer
noise. The latter term was introduced by Ishida et al. in
1984.50 Following the derivation of Aufrichtig,20 the SNR
can be expressed as

SNR =
C · F1

	�F2/
� + �Wi/�s · ��2�F1

, �A8�

where

F1 = �
0

fc �
0

fc


F�u,v�MTF�u,v�Vs�u,v�
2dudv , �A9�

F2 = �
0

fc �
0

fc


F�u,v�MTF�u,v�2Vs�u,v�2
2DQE−1 · dudv ,

�A10�

and F�u ,v� represents the Fourier transform of the image
signal �for a disk detail, a uniform circular object of unity
amplitude and diameter d�. F�u ,v� is expressed as

F�u,v� =
d

2

J1�� · d · 	u2 + v2�
	u2 + v2

, �A11�

where J1 is the first order Bessel function. In Eq. �A11� the
display system contrast enhancement factor � is defined as

� =
��s/s�
��I/I�

, �A12�

where �s /s represents the �large area� contrast of the detail
as reproduced by the display device, s=s�I� is the large scale
�average� perceived background intensity level correspond-
ing to the image signal I, and �I / I is the �large area� contrast
of the detail in the original image. Referring to Eq. �A8�, C is
the target’s contrast, Wi the eye’s observer’s internal noise,
and 
 the photon fluence.

In Eqs. �A9� and �A10�, Vs is the human visual system
�HVS� response function, MTF is the overall modulation
transfer function of the system, and fc, the Nyquist cut-off
frequency �fc=1/2a� of the system with sampling aperture
and sampling distance equal to the pixel size a. If the image
is displayed on a monitor with zooming, all quantities �tar-
gets’ size, HVS, MTF, and fc� are adjusted to account for the
magnification at the monitor surface �see Fig. 13�.

For digital detectors, otherwise to the analog ones, MTF
is not “shift invariant” and depends on the position of the
input modulation with respect to the pixels’ position. An “ex-
pected MTF”51 can therefore be defined as the average MTF
of the imager over all possible positions of the input modu-
lation in relation to the pixels. However, up to the proximi-
ties of the Nyquist frequency, the effective MTF is substan-
tially the same as the presampled MTF. In this paper, we
adopted as overall modulation transfer function of the system
the product of the detector and display presampled MTFs.
�See Figs. 14 and 15.�

Looking at Eq. �A8�, it is worth noting the importance of

s and � in reducing the influence of the observer’s eye’s
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internal noise. In a similar way, an increase of the photon
fluence �
� or of the detector efficiency �DQE� would reduce
the intrinsic image noise.

3. The psychometric function

According to the theory outlined in section A of this Ap-
pendix, the observer’s response curve �i.e., the frequency of
the correct response �fk� versus the disk contrast �Ck�� should
follow the Eq. �A1�, which is graphically represented in Fig.
4. This function is also called psychometric �or detection�
function. In our case, the experimental data exhibit signifi-
cant departure from the linear trend expected by theory at the
lowest contrast levels, as shown in Fig. 4 where the solid
curve represents the theoretical curve fitted to the D

FIG. 13. System A �GE�: comparison between theoretical �continuous lines�
and experimental data �symbols� at three different dose levels. The fitted
value for the signal to noise ratio was SNRT=5.85, S .E. =0.16.

FIG. 14. System B �Philips�: comparison between theoretical �continuous
lines� and experimental data �symbols� at the three different doses. The fitted

value for the signal to noise ratio was SNRT=5.65, S .E. =0.14.
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=0.32 mm data. Actually only if the observer acts in an ideal
way �as suggested by de Vries52 and Rose53�, the detectabil-
ity d� would be proportional to signal contrast.54 However,
d� increases with the contrast with a power greater than
unity.55–59 The temporal and spatial uncertainty of the signal
may explain this effect.31,55,60 For this reason, the psycho-
metric functions for the visual contrast detection have been
described by sigmoid curves.31,34 In this paper, the psycho-
metric functions is described by the best fitting �of param-
eters u and �� of a Weibull function31 as

p�c� = 1 − �1 − �� · e�−�u·c���, �A13�

with �=0.25 for a 4-AFC experiment.
The dotted and dashed curves in Fig. 4 are obtained by

fitting this function to experimental data, using the maximum
likelihood method based on binomial statistics, as described
by Ohara et al.47 It was observed that, in general, the thresh-
old contrast CT

p0�d� corresponding to p0=0.75 is not too criti-
cally dependent on the shape of the fitting function; as shown
in Fig. 4, even the linear model would give an estimate of
CT

p0�d� not too far from that obtained using the Weibull func-
tion.
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